
        
      

    

                  
      

  

                    
                     

                  
                   
                        

                     
         

 
       

       
       

         
         

         
        

        
        

              
          

         

  

                 
              

               
               

             
               

     

           
           
         

         
          
         

          
         

          
         

  
       

       
   

 
       

  

          
   

      
        

           

ProGesAR: Mobile AR Prototyping for Proxemic and Gestural 
Interactions with Real-world IoT Enhanced Spaces 
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Figure 1: ProGesAR is a mobile AR prototyping tool (a), allowing a designer to easily and quickly prototype proxemic and 
gestural interactions of a test subject in a real environment from a designer’s perspective, even without the presence of the test 
subject during the authoring process. The prototyped interactions can be examined from either a potential user’s view (b)(d) 
or a designer’s view (c)(e). In this example, when a test subject approaches the desk, a location-independent event (indicated 
by the square on the ground) is triggered to show a light brightening efect; when the test subject sits down on the chair and 
faces forward, a location-dependent event (indicated by the circle on the ground) is triggered to show a shaking efect of a 
wind asset. See the accompanying video for the demo. 

ABSTRACT 
Real-world IoT enhanced spaces involve diverse proximity- and 
gesture-based interactions between users and IoT devices/objects. 
Prototyping such interactions benefts various applications like 
the conceptual design of ubicomp space. AR (Augmented Reality) 
prototyping provides a fexible way to achieve early-stage designs 
by overlaying digital contents on real objects or environments. 
However, existing AR prototyping approaches have focused on 
prototyping AR experiences or context-aware interactions from the 
frst-person view instead of full-body proxemic and gestural (pro-
ges for short) interactions of real users in the real world. In this work, 
we conducted interviews to fgure out the challenges of prototyping 
pro-ges interactions in real-world IoT enhanced spaces. Based on 
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the fndings, we present ProGesAR, a mobile AR tool for prototyping 
pro-ges interactions of a subject in a real environment from a third-
person view, and examining the prototyped interactions from both 
the frst- and third- person views. Our interface supports the efects 
of virtual assets dynamically triggered by a single subject, with 
the triggering events based on four features: location, orientation, 
gesture, and distance. We conduct a preliminary study by inviting 
participants to prototype in a freeform manner using ProGesAR. 
The early-stage fndings show that with ProGesAR, users can easily 
and quickly prototype their design ideas about pro-ges interactions. 

CCS CONCEPTS 
• Human-centered computing → Interaction techniques; Mixed/ 
augmented reality; Graphical user interfaces; User interface 
toolkits; Mobile devices. 

KEYWORDS 
Proxemic interaction; Gestural interaction; AR prototyping; Mobile 
augmented reality 
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1 INTRODUCTION 
Real-world IoT (Internet of Things) enhanced spaces involves di-
verse proxemic [3, 45] and gestural [36, 56] (pro-ges for short) inter-
actions between users and IoT devices/objects [54]. Such interac-
tions mediate people’s interactions in a room-sized ubicomp ecol-
ogy, thus facilitating seamless and natural interactions [44] between 
users and nearby IoT devices/objects. Designing such interactions 
(e.g., design device functions responsive to users’ proximity and 
gestures) is an emerging need in IoT industries. Since these interac-
tions involve one or multiple users interacting with multiple devices 
and/or objects in physical environments, prototyping such inter-
actions often requires specialized hardware like consumer-level 
depth sensors or even commercial motion capture (MoCap) sys-
tems to track the motions of users, devices, and objects [44]. It also 
often requires coding skills for specifying triggering events, desired 
efects, and their relationships in programming-based interfaces 
[4, 15, 44, 59]. This limits such prototyping techniques to indoor 
scenarios and prevents designers with little or no programming 
skill quickly prototype in situ in an ideation stage. 

To avoid using additional hardware for motion tracking and 
low-level coding for specifying interactions, several techniques 
[26, 27] simulate large-scale environments using miniatures or vir-
tual scenes, and allow designers to prototype interactions on their 
familiar schemes. While such techniques support a high degree of 
expressiveness, the lack of connection between created prototypes 
and real scenes makes it difcult to prototype physical interactions 
in real environments. On the other hand, Augmented Reality (AR), 
which overlays virtual contents on real environments, has been ex-
tensively adopted to design various AR prototyping and authoring 
tools [5, 13, 39, 65]. However, they focus on prototyping AR expe-
riences or context-aware interactions from the frst-person view, 
instead of full-body pro-ges interactions, and most of them rely on 
recorded videos or actions for authoring and editing [5, 39, 65]. 

The recent advances in computer vision algorithms have made 
it possible to use a single RGB camera like those on mobile phones 
or tablets to efciently track the camera pose, estimate full-body 
human poses, and infer the geometry of 3D scenes. The accessibil-
ity and portability of these mobile devices potentially facilitate the 
prototyping process to be happened in situ conveniently. This mo-
tivated us to design a novel tool for prototyping full-body pro-ges 
interactions by using a single AR-enabled mobile device (Figure 
1). To identify the challenges of current prototyping processes and 
inform the design of our new prototyping tool, we conducted depth 
interviews with fve design experts in spatial interaction or smart 
environments. We distilled four design considerations for a desired 
mobile AR tool for prototyping pro-ges interactions. Based on the 
fndings, we present ProGesAR, a novel mobile AR interface for 
prototyping pro-ges interactions in a real-world IoT enhanced envi-
ronment, without the requirements of programming skills or extra 
hardware (Figure 1). For simplicity, we focus on a single human 
subject interacting with real/virtual devices statically situated in 
real environments. 

Hui Ye and Hongbo Fu 

Figure 2: ProGesAR supports both frst-person view testing 
(a) and third-person view testing (b). (a) In the frst-person 
view testing, the designer acts as a test subject and performs 
interactions to trigger designed efects. The designer can 
also invite another user to test from the frst-person view. (b) 
In the third-person view testing, the designer views another 
test subject performing designer-specifed interactions to 
trigger efects by entering the AR view. (c)-(h) illustrate 
several intended uses of ProGesAR by various types of tar-
get users: (c) IoT designers: design and test proxemic and 
gestural relationships between potential users and IoT ob-
jects/devices; (d) spatial interaction designers: explore hu-
man factors (e.g., distance to smart objects) in smart space 
interaction design; (e) urban planners: validate the infras-
tructure setups and layouts in public scenes for special pop-
ulation; (f) game designers: test and demonstrate appropri-
ate gestures for designing motion sensing games; (g) stage 
designers: depict dynamically changed states of actors and 
test the intended stage efects; (h) event planners: test and 
save the intended event efects for further setups. 

In the authoring mode, our tool allows designers to specify de-
sired spatial events and virtual efects to be triggered by certain 
events quickly from a designer’s view, without requiring the pres-
ence of a test subject (i.e., a subject who will perform designer-
specifed events). Our event types are based on three key proxemic 
measurements: location, orientation, and distance [14]. We also con-
sider full-body gestures, including sitting, standing, and pointing. 
For AR content authoring, our interface supports in-situ placement 
of both pre-defned and user-imported virtual assets. In the testing 
mode, our interface supports both frst-person and third-person 
view testing of the prototyped interactions. Specifcally, the de-
signer might act as a test subject and perform the specifed events 
in a frst-person view (Figure 2(a)) to trigger the designed virtual 
efects. Alternatively, the designer might invite another person as 
a test subject and observe his/her interactions from a third-person 
perspective (Figure 2(b)). To evaluate our system, we conduct a 
preliminary study by inviting participants to perform freeform 
prototyping with ProGesAR. The early-stage fndings show that 
users can easily and efciently prototype design ideas with the help 
of ProGesAR. 

ProGesAR targets the prototype phase in an entire user-centered 
design cycle [18]. Specifcally, we focus on the stages between 
conceptual design and intermediate design. During these stages, 
designers have initial ideas in their minds and want to use low-
or mediate-fdelity prototypes to explore and validate the overall 
interaction metaphor. The created prototypes are often considered 
as “private” to the project team for communication [18, 30]. Under 
the designing context of real-world IoT enhanced spaces, our target 
users are those who want to rapidly prototype pro-ges interactions 

https://doi.org/10.1145/3491102.3517689
https://doi.org/10.1145/3491102.3517689
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for real-world environments, e.g., designing dynamic behaviors of 
smart objects responsive to users’ proximity and gestures. They 
can be IoT designers, spatial interaction designers, urban planners, 
game designers, stage designers, etc. They care about the phys-
ical relationships between potential users and their surrounding 
environments and expect for demonstrating, communicating, and 
iterating the interactive behaviors easily and rapidly. They can use 
ProGesAR to quickly view and validate their ideas considering the 
physical spaces by themselves, demonstrate their conceptual de-
signs to other people for iterations, and save the intended efects 
as references for further implementation and development. Besides 
professionals, ProGesAR is also useful for casual users for event 
planning (see Figure 6 and the accompanying video). Figure 2 (c)-(h) 
illustrates the intended uses of ProGesAR in various scenarios. 

In summary, we highlight our main contributions to be the Pro-
GesAR system, which features: (1) an expressive early-stage proto-
typing tool for pro-ges interactions in real scenes, (2) multiple-view 
perspectives for authoring and testing the prototypes, and (3) the 
demonstration of potential utilities from a series of applications 
made by both the study participants and the authors, and (4) the 
identifcation of challenges and needs of target users from the in-
terviews, through which we ground the design of ProGesAR and 
wish to inspire others for better understanding and studying this 
topic further. 

2 RELATED WORK 
In the past decades, many prototyping tools (e.g., video prototyping 
[37], paper prototyping [50]) have been proposed in the HCI com-
munity. A full review of them is beyond the scope of this paper. In 
this section, we will mainly focus on the techniques for prototyping 
interactive systems, prototyping proxemic and gestural interac-
tions, and AR prototyping. Table 1 shows the main diferences 
between ProGesAR and the existing close-related prototyping tools 
in multiple perspectives. 

2.1 Prototyping Tools for Interactive Systems 
Designers are often skilled at designing the appearance of inter-
faces but fnd it difcult to prototype interactive systems, since 
implementing such systems requires programming skills to rep-
resent responsive or dynamic behaviors [46, 47]. Researchers 
have explored easy-coding or even coding-free prototyping tools 
[11, 17, 28, 34, 40, 49] for building interactive behaviors using stat-
echart, sketching, map, and desktop applications. For example, 
Papier-Mâché [28] introduces a toolkit for building tangible in-
terfaces by using computer vision, electronic tags, and barcodes. 
d.tools [17] presents a statechart-based prototyping model that ex-
tends the storyboard-driven design practice. Most of these works 
utilize declarative techniques to specify interactive behaviors ef-
ciently. This motivates us also to design our event specifcation by 
setting up event triggers in a declarative paradigm. However, unlike 
these tools, which are mainly proposed to prototype early-stage 
design ideas for 2D applications, ProGesAR focuses on prototyping 
full-body interactions of real users in 3D space. 

2.2 Prototyping Proxemic Interactions 
The concept of proxemics was frst proposed by Hall [16] and then 
extended to proxemic interactions by Ballendat et al. [3] to describe 
the spatial relationships between human users and their surround-
ing environments. Several works have explored interactive tech-
niques for prototyping ubicomp space with proxemic interactions. 
According to the usage scenarios, these works can be largely divided 
into two categories: for real scenes and for virtual/miniature scenes. 
The Proximity Toolkit [44] and SoD-Toolkit [59] belong to the frst 
category. The former presents an API library to facilitate the rapid 
exploration of proxemic interaction techniques for real subjects in 
physical environments. It relies on an outside-in motion tracking 
system to detect proxemic interactions, and a programming-based 
UI to defne various triggering events and efects. It is thus not 
suitable for designers lacking the specifc hardware or program-
ming skills. SoD-Toolkit is a toolkit using sensors to provide spatial 
awareness for prototyping multi-device applications and proxemic 
interactions. Besides the requirement of additional hardware, these 
works require extra setups to detect users’ proxemic interactions 
(Table 1). In contrast, our tool is more lightweight and fexible, 
though our current implementation does not fully support all the 
features in [44, 59] (e.g., those based on motion tracking of multiple 
users and dynamic objects; see more discussions in Section 7) . 

To avoid using motion tracking hardware, SketchStudio [26] 
and miniStudio [27] resort to virtual or miniature scenes (Table 
1). More specifcally, SketchStudio presents a sketch-based proto-
typing tool for generating animated scenarios and allows users 
to directly defne various types of user interactions by creating a 
node graph. Since it focuses on 2.5D virtual scenes, it is unclear 
how to apply SketchStudio for prototyping real user interactions 
in physical environments. Based on the technique of spatial AR, 
miniStudio introduces a projection-based prototyping tool applied 
to tangible miniatures. Although the authors of miniStudio briefy 
demonstrate its extended use for real humans and objects, each 
user is tracked through an AR marker and his/her proxemic or 
gestural interactions thus cannot be detected. In contrast, our tool 
is designed to prototype real users’ spatial interactions with objects 
in physical environments. 

2.3 Prototyping Gestural Interactions 
Gestural interactions play an important role in the daily life of 
human-human communication. Researchers have explored body 
gestures [25, 36] and hand gestures [22, 29, 35, 56] in ubicomp space. 
Most of the existing works have focused on designing gestural 
interactions for diferent functions of smart devices in a smart home 
scene. Several techniques have been proposed to explore gesture 
prototyping. For example, Gesture Coder [41] and Gesture Studio 
[42] help developers better author and develop multi-touch gestures 
by demonstration. GestureAnalyzer [21] is a visual analytics system 
to identify and characterize the gesture patterns of the motion 
tracking data. These works have mainly focused on studying the 
general-purpose gestures themselves, instead of prototyping them 
for smart environments. GestureWiz [61] introduces a prototyping 
environment for recording, defning, and recognizing hand gestures 
in a Wizard-of-Oz (WoZ) manner. However, such a WoZ based 
approach increases the burden of users to perform corresponding 
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Table 1: The diferences between ProGesAR and several closely related prototyping tools. The “Context” column refers to the 
design context, where “Real-world space” means that the designed results are for the interactions happening in the physical 
environments, while “AR space” means the designed results are to be interacted in AR scenes. “Declarative” in the “Author-
ing” column refers to setting up event triggers interactively. “Playback” in the “Testing” column refers to playing videos or 
animations. 

Context Content Setup Authoring Testing View 
ProGesAR Real-world space pro-ges interaction Mobile phone AR Declarative Live 1st+3rd 

Proximity Toolkit [44] Real-world space Proxemic interaction Motion capture Programming Live 3rd 
miniStudio [27] Miniature space Proxemic interaction Projected miniature Declarative Live 3rd 
SketchStudio [26] Virtual space Virtual interaction Web+Cardboard VR Node graph+Puppetry Playback 3rd 
GesturAR [64] AR space Hand interaction AR-HMD Demonstration Live 1st 
Pronto [39] AR space AR interaction Mobile tablet AR Demonstration Playback 1st 
Rapido [38] AR space AR interaction Mobile tablet AR+PC Demonstration Live/Playback 1st 

efects. Diferent from the WoZ based methods, ProGesAR provides 
a direct event triggering prototyping system. Recently, GesturAR 
[64] presents an authoring tool for users to create customized hand-
gesture-based AR interactions. It enables the specifcation of hand-
based events by embodied demonstration and live testing (Table 
1) and focuses on authoring AR experiences for interacting with 
virtual assets using hand gestures. Diferent from GesturAR, our 
work aims at a novel tool for prototyping physical interactions 
between full-body gestures/proximity and physical objects. 

2.4 AR Prototyping Tools 
To facilitate prototyping in real environments, researchers have 
designed various AR prototyping systems [43, 53]. Many AR proto-
typing interfaces [10, 23, 24, 43, 58] require coding or scripting skills 
to author virtual contents. Some AR prototyping tools [48, 60, 63] 
simulate large-scale subjects using miniature or virtual space, but 
they focus on specifc domains such as urban planning. PintAR 
[13] is a frst-person-view prototyping tool that enables the dy-
namic efects of sketches based on a user’s position and/or gaze 
direction using a tablet and an AR-HMD. Diferent from PintAR, 
ProGesAR supports dynamic efects triggered by a user’s full-body 
interactions including more general types (i.e., location, orientation, 
distance, gesture) for multiple perspectives, and is more portable 
for rapid prototyping with a single AR-enabled mobile phone. 

Researchers have explored authoring tools for context-aware [5, 
65] and body-driven AR experiences [57]. Our work has several key 
diferences from them. For the authoring contents and targets, we 
allow designers to prototype spatial relationships between human 
and physical world, while CAPturAR [65] and GhostAR [5] allow 
end users to author customized context-aware (e.g., object, location, 
time) or human-robot activities. For the authoring requirements, 
they rely on the recorded actions for authoring. In contrast, we let 
users specify authoring contents without the presence of a real user. 
The efects of Saquib et al. [57] are body-centered, while ours are 
object-centered and triggered by pro-ges interactions; their efects 
are in the video space while ours are in 3D AR scenes. 

Recently, mobile AR based prototyping systems such as Pronto 
[39], Rapido [38], and ProtoAR [51] have been presented to provide 
portable interfaces. Pronto and Rapido are tablet-based AR video 
prototyping systems, which allow in-situ prototyping on top of 
a pre-recorded video. They deploy enacted demonstration with 
sketches and lightweight assets while we use a declarative event 
triggering workfow for authoring (Table 1). ProtoAR presents an 
AR prototyping tool for quickly transiting physical prototypes to 

digital ones. Commercial tools like Adobe Aero [20] and Apple Re-
alityComposer [1] can also be used to author proximity-triggered 
AR interactions. The above AR prototyping tools focus on prototyp-
ing situated experiences of end users from their frst-person view, 
instead of full-body pro-ges interactions from a third-person view 
(Table 1). 

Our work is also related to Scenariot [19], a method for discover-
ing and localizing smart things via a mobile AR interface, with the 
support of proximity-based control [32]. It aims to empower users 
to quickly and intuitively interact with connected smart things. 
Since its supported proximity-based control is pre-defned, strictly 
speaking, Scenariot is not a prototyping tool. In contrast, we pro-
vide an interface for prototyping pro-ges interactions. Since in our 
case virtual assets are interactively placed in-situ in the camera’s 
coordinate system, the spatial relationships between real objects 
(associated with virtual assets) and the AR device are determined by 
this interactive authoring process instead of additional hardware. 

3 INTERVIEW: IDENTIFYING DESIGN 
CHALLENGES 

3.1 Interviewees 
To fgure out the challenges of prototyping pro-ges interactions 
in real-world IoT enhanced spaces, we conducted semi-structured 
depth interviews. The interviewees consisted of 5 experts (E1-E5, 3 
males and 2 females), including 1 UX designer (E5), 3 professors (E1, 
E3, E4), and 1 PhD student (E2). We recruited them via our research 
network. They had 4-12 years (mean: 8 years, SD: 3.16 years) ex-
periences in designing or researching spatial interactions or smart 
environments. They worked for or collaborated closely with the 
IoT industries for designing proximity- and gesture-triggered func-
tions of smart products, devices, and services (e.g., smart mirrors 
in shopping malls, interactive smart home, etc.). 

3.2 Procedure 
All the interviews were performed remotely via video/audio con-
ferencing tools, audio-recorded and transcribed for analysis. After 
collecting their background information, we asked them about their 
prototyping tools and workfows, common challenges and problems 
during prototyping, and expected features of a novel tool. They 
were allowed to freely talk about their experiences and opinions. 
Please refer to the supplementary materials for the detailed ques-
tions asked during the interviews. Each interview took about 30-40 
minutes and each participant was compensated with a gift card. 
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3.3 Data Analysis 
We exploited open coding following a Constructivist Grounded 
Theory method [7, 8] to collect and analyze the interview data. We 
discussed all the codes among the co-authors to identify emerging 
themes, which were then grouped into two themes (Sections 3.4.1 
and 3.4.2). Within the second theme we further sub-categorized the 
codes into several sub-themes. We sorted these sub-themes by men-
tioned frequency and distilled fve main issues (I1-I5), summarized 
as follows. 

3.4 Findings 
3.4.1 Typical Prototyping Tools and Workflows. All the participants 
usually sought for coding-free approaches. They typically drew 2D 
storyboards to depict continuous user actions and triggering efects 
in static format. Sometimes they further made videos or animations 
to demonstrate dynamic 2D user interactions, and delivered them 
to their colleagues and leaders for suggestions. To prototype 3D in-
teractions, they relied on professional software (e.g., Blender, Unity 
3D, Vuforia, etc.) to create 3D characters and efects in 3D scenarios 
or WoZ methods to record videos for 3D workfows and scenarios 
(E1, E2, and E5). For testing and experiencing the prototyped re-
sults, they built physical prototypes using hardware (e.g., sensors) 
or a WoZ technique [9] (E1, E2, E3, and E5). They aimed to com-
municate and evaluate ideas [30] by rapidly building prototypes 
regarding the overall interactive behaviors. 

3.4.2 Common Prototyping Challenges and Needs. I1: physical-
ity. All the participants mentioned that drawing 2D storyboards 
was easy but such storyboards only conveyed limited information. 
Specifcally, they felt a huge gap between 2D storyboards and 3D 
real scenes. Since 2D storyboards lack the physicality and embodi-
ment, they need to imagine how 2D storyboards would correspond 
to 3D scenarios. This conforms to the challenges of existing 2D 
tools identifed in the previous works, i.e., “difcult to design for 
the physical aspect of immersive experiences” [2] and “available tools 
lacking the 3rd dimension in the design space and the test environ-
ment” [30]. E2 mentioned that when designing for a real scene, 
designers often had difculties in perceiving faithful scales of real 
scenes, thus impeding conceiving proxemic and gestural interac-
tions in a reasonable way. They expected an in-situ prototyping 
tool for real scenes. 

I2: viewpoints. All the participants reported to use multiple 
perspectives in their prototyping workfows, but considered it in-
convenient to switch views using diferent tools. They preferred to 
design from the third-person view, i.e., imaging and depicting how 
a user will interact with target scenes from a designer’s viewpoint. 
E2 believed surrounding environments important in prototyping: 
“Third-person designing allows me to consider the relationships be-
tween users and surrounding environments better”. It resonates with 
E5’s comments “third-person designing lets me see more thing and 
thus design multiple user interactions quickly in a large view”. E3 
and E4 considered frst-person authoring and third-person demon-
stration unnecessary for specifying full-body pro-ges interactions, 
since the former focuses on a small view and the latter would take 
them more time. 

On the other hand, the participants thought both frst- and third-
person views were necessary for testing and examining the pro-
totyping results. This is mainly because 3D interactive behaviors 
are difcult to be fully designed and demonstrated from a single 
perspective, especially for multiple interactive behaviors in a single 
scene. It resonates with another identifed challenge in [30], i.e., 
“the difculty to depict interactive and animated system behavior and 
storytelling”. They believed that the commonly used third-person 
testing ofered a global expression on user interactions and work-
fow, and the frst-person testing (usually in interactive prototypes, 
e.g., physical and WoZ prototypes) benefted to examine from a 
potential user’s view. E4 considered frst-person testing necessary 
because “I can fnd the deviations from my concepts and ideas when 
I really try it”. However, there is no existing method supporting 
testing from both these two views (Table 1). The participants had 
to resort to a mix of various tools and methods [30] to obtain a 
comprehensive understanding of their design results. All of them 
suggested to support these two perspectives in a novel tool. 

I3: re-test and re-design. Participants E3 and E5 mentioned 
that the physical prototypes were prone to misoperations. Some-
times test subjects do not intend to perform a certain interaction, 
but it triggers unexpected efects. In this case, designers often have 
to reset the events and efects, and test subjects need to wait for 
the next test. This makes the whole process time-consuming. They 
expected a tool supporting repetitive re-testing and re-designing 
with low time cost and high error tolerance. 

I4: balance between cost and interactive prototypes. An-
other common concern of the participants is about the balance 
between prototyping cost and the interactivity of the prototypes. 
They thought creating non-interactive prototypes (e.g., based on 
sketches) was easy and low-cost, but not enough to demonstrate in-
teractive behaviors including user actions [18]. Creating interactive 
prototypes (e.g., physical and animated prototypes) is expensive 
and time-consuming [30], and is thus not their frst priority espe-
cially in the early-stage design. They expected a novel tool to help 
create interactive prototypes at a low cost. 

I5: prototyping device. For a device suitable for prototyping 
pro-ges interactions in mobile AR, the participants believed that 
diferent mobile devices had their pros and cons. E1 and E4 men-
tioned “AR-HMD is particularly useful for frst-person testing since 
it’s close to real using experiences”. They also pointed the drawbacks 
“wearing an AR-HMD may limit and even mislead user interactions” 
and “it’s not accessible to everyday users. Sometimes designers get 
ideas from daily lives and want to quickly prototype using a more 
accessible tool”. The participants thought mobile phones and tablets 
are more suitable for rapid prototyping in daily lives: E2 said “mo-
bile phones and tablets ofer familiar operations and are more portable, 
[designers] hope to rely on their familiar schemes to do prototyping 
conveniently”. 

Based on the challenges and needs above, we distill four design 
considerations for a novel tool: 

DC1: prototype for real-world scenes and real users in situ in 
mobile AR. 

DC2: support frst-person-view authoring, both frst- and third-
person view testing. 

DC3: support re-test and re-design easily. 
DC4: support to create interactive prototypes at a low cost. 
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(a) Location (b) Orientation (c) Distance (d) Gesture 

Figure 3: Four types of spatial-related events supported by 
our system. (a) Location: occurs when a user comes into a 
certain spot, as indicated by the circle. (b) Orientation: oc-
curs when a user faces a certain direction. (c) Distance: oc-
curs when the distance between a user and a certain asset is 
below or above a certain threshold. (d) Gesture: occurs when 
a user performs a certain gesture. 

4 SYSTEM DESIGN 
Considering the familiar authoring preference [26], we choose to 
use a mobile phone to support rapid and portable prototyping. We 
design and develop our system for both AR content authoring and 
the detection of pro-ges interactions using an AR-enabled mobile 
phone (an iPhone XS in our implementation). This phone is used 
to observe and analyze pro-ges interactions of a human subject in a 
real environment from both a designer’s view and a potential user’s 
view. 

4.1 Functional Components 
Based on the design considerations distilled from the interviews, 
we design key functional components of our system. 

In-situ AR content authoring. Our system allows for in-situ 
content authoring in mobile AR from the third-person view (DC1, 
DC2). The triggering events and virtual assets with dynamic efects 
can be placed and anchored at specifc locations in AR space. In 
this way, designers can go to specifc locations and view designed 
results (Figure 4(f)(g)). 

According to the existing works [3, 19, 26, 31, 39], we derive and 
pre-defne 25 types of common virtual assets in our system. These 
assets include visual elements (images, sketches, videos, 3D models, 
and animations) and audio elements (music). Due to the low-fdelity 
requirements [39], and the interview participants’ interest more in 
the interactivity of pro-ges interactions instead of target efects (I4), 
we believe that the assets should just be used to simulate the fnal 
efects simply in the early stage. So we prepare most assets from 
simple 2D sketches, images and videos. We also allow designers to 
extend the asset set by importing project-specifc asset elements 
from the device’s album. We support seven dynamic efects (Appear, 
Disappear, Shake, Play, Pause, Brighten, and Darken) in our system. 

Our system visualizes the horizontal and vertical planes auto-
matically detected by Apple ARKit. The detected planes can be used 
to place the virtual assets in the AR space. For those planes that are 
difcult to be detected automatically, we provide a plane creation 
function, with which users specify two points on the ground plane 
to add a vertical plane passing through these two points. To indicate 
the positions of the located assets in a limited AR view, we set a 
small square indicator to each asset to represent its position. If an 
asset is in the camera view, its associated square is green and at 
the center of the asset, otherwise it will turn red and foat on the 
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border of the camera view [19] corresponding to its invisible 3D 
position (Figure 4(a)). 

Spatial-relation events. Based on the proxemic measurements 
of [3], our system supports four spatial-related events: Location, 
Orientation, Distance, and Gesture (Figure 3). They include both 
proxemic and gestural interactions. Among them the former refer 
to the global proximity of human and the latter refer to a form of 
local body movements. Our current system does not support the 
Identity and Motion proxemic measurements in [3] for the following 
reasons. The Identity measurement is not needed, since our current 
implementation supports a single test subject only. It is possible 
to support the Motion measurement. But we fnd that the Orienta-
tion and Distance measurements together can already enable many 
similar features to the Motion measurement. 

We categorize the events into two groups: location-dependent 
events (Location, Location+Orientation, and Location+Gesture) and 
location-independent events (Distance, Orientation, and Gesture). 
Location-dependent events are those occur at certain locations (e.g., 
sitting on a specifc sofa in a room); location-independent events 
are location-variant (e.g., sitting anywhere in a room). They are 
displayed at diferent categories in our system. Multiple events 
within the same category can be added to one proxy for a compound 
event (e.g., Location+Orientation+Gesture). 

Event specifcation. To support third-person view authoring 
and not an extra subject for demonstration, our system provides 
a declarative way to specify desired events based on pro-ges inter-
actions via setting triggering proxies from the third-person view 
(DC2). The same interface works for both the location-dependent 
and location-independent events, which are shown as circle and 
square proxies, respectively (Figure 4(b)-(d)). 

Event detection. Our system supports both the frst- and third-
person views (DC2) for examining and testing the prototyped in-
teractions for real users in real-world scenes (DC1, DC4). All the 
events can be re-triggered and re-tested for multiple times (DC3) 
after pressing the “Replay” button. 

4.2 Prototyping Walk-through 
As illustrated in Figure 4, there are mainly four steps to prototype 
with ProGesAR: (1) assets and efects authoring, (2) triggering events 
creation, (3) efects and events mapping, (4) result testing and view-
ing. Our system allows designers to go back to any step for changes 
to achieve iterative prototyping. Below we introduce each step in 
more detail. 

Step 1: assets and efects authoring. Once the user selects a 
desired asset from the menu, it will be frst added to the scene in 
front of the camera. Then when the user drags the asset on the 
screen, our system automatically snaps the asset to the closest plane. 
The user can use a pan or pinch gesture to rotate or scale the asset, 
respectively. Next the user can select a desired efect to the added 
asset. Each time the user selects an efect, it will be previewed on 
the selected asset. The created efects can be viewed or deleted 
when pressing the “Edit” or “Delete” button. 

Use case: Jessie wants to prototype a living-room scenario: when a 
subject approaches a sofa, a WiFi signal becomes available indicated 
by an appearing WiFi sign, and once the subject sits down and 
faces forward, the light will turn on indicated by a brightening 
bulb and the speaker will play the music (Figure 4). She is frst in 
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Figure 4: The workfow of ProGesAR. (a) Add a bulb asset to the scene and assign an “Appear” efect to it. (b) Create a 
square proxy for a location-independent event. (c) Create a Distance event represented by the square proxy. (d) Create a 
Location+Orientation+Sit event represented by a circle proxy. (e) Associate the “Brighten” efect of the bulb asset to the Lo-
cation+Orientation+Sit event. (f) Test and view the result from the frst-person view. (g) Test and view the result from the 
third-person view. 

the “Authoring” mode (Figure 4(a)) and clicks the “Asset” button to 
open the asset set. She then swipes and selects a WiFi, a bulb, and a 
music asset from the asset set, and places them at desired locations. 
To assign efects to the created assets, Jessie selects each asset of 
interest and a desired efect from the efect menu (Figure 4(a), e.g., 
“Appear” for the WiFi asset, “Brighten” for the bulb asset, and “Play” 
for the music asset). 

Step 2: triggering events creation. To add a location-
dependent event, the user taps a specifc location on the detected 
ground plane. A circle proxy (Figure 4(d)) will appear to visualize 
the newly added event. The user can leave the circle proxy to defne 
a Location event only. To add other types of events to the same 
location, with the proxy selected in green, the user can select from 
the “Gesture” menu to defne a Location+Gesture event (Figure 4(d)), 
or press the “Orientation” button and then adjust the red line (Figure 
4(d)) around the location proxy to specify a Location+Orientation 
event. 

Location-independent events can be added similarly. We visu-
alize such an event as a square proxy (Figure 4(b)) representing 
a virtual location added to the ground plane in the AR scene. To 
defne a Distance event, the user frst taps to select a target asset, 
then specifes an inequality symbol, and fnally inputs a specifc 
number with the unit of the meter (Figure 4(c)). For adding a Gesture 
or Orientation event, it works similarly to the location-dependent 
events creation process. The user can view or delete the added 
event through the “Edit” button or “Delete” button, respectively. 

Use case: After pressing on the “Location Independent” menu and 
“Distance” button, Jessie selects the WiFi asset and inputs “0.8” in the 
text box (Figure 4(b)(c)). Then an event describing the distance to 
the WiFi asset below 0.8 meters is created and visualized as a green 
square on the ground plane. Jessie then presses on the “Location 
Dependent” menu, and clicks on the ground plane to specify a spot. 
A circle representing this location (Figure 4(d)) is then added in the 

scene. She can drag and move the circle to change the location. Next 
she clicks the “Gesture” button and selects “Sit” to add a sit event. 
Afterwards she clicks the “Orientation” button, and drags to rotate 
the red line indicating the facing orientation. Finally she presses 
the green check button to confrm such a compounded event. 

Step 3: efects and events mapping. We provide a direct map-
ping interface (Figure 4(e)) for defning the relationships between 
the created assets, efects, and events. From the AR scene, the user 
frst taps to select a circle or square proxy, which may have multiple 
events associated with a physical or virtual location. The events 
related to this proxy will be listed for selection. After selecting 
an event, the user taps to select an asset still from the AR scene. 
The efects related to this selected asset will be displayed for se-
lection. Once the two-step selection is completed, the user presses 
the green check button to save such a mapping. All the mappings 
can be viewed or removed through the “Edit” or “Delete” button, 
respectively. 

Use case: Jessie frst selects the square proxy and the displayed 
event “<0.8m to Asset 1”, then selects the WiFi asset and the dis-
played efect “Appear”, and fnally clicks the green check button to 
confrm the mapping. Similarly, Jessie creates the mappings from 
the Location+Orientation+Sit event to both the “Play” efect of the 
music asset and the “Brighten” efect of the bulb asset (Figure 4(e)). 

Step 4: result testing and viewing. The user can switch to the 
“Testing” mode (Figure 4(f)(g)) to test and view the prototyped result. 
In this mode, all the added assets will be hidden at the beginning 
and wait for being triggered. In the frst-person view testing (Figure 
4(f)), the user can hold and move the phone to trigger specifed 
location, orientation, or distance events. For gesture events, our 
system provides the user with three buttons (Figure 4(f)) to manu-
ally activate them, since full-body gestures are difcult to recognize 
from the frst-person viewpoint. For the third-person view test-
ing (Figure 4(g)), when a test subject enters the camera view, our 
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system automatically detects specifed pro-ges interactions of the 
subject and displays or plays the corresponding dynamic efects 
being triggered. The user can view and test the prototyped results 
from diferent locations and views for multiple times. 

Use case: Jessie switches to the “Testing” mode, which is set to the 
frst-person testing by default (Figure 4(f)). Jessie holds the phone 
and walks approaching the WiFi asset. When the distance between 
the phone and the WiFi asset is below 0.8 meters, the WiFi asset 
will appear. Then when Jessie sits down on the sofa with the phone 
facing forward and presses the “Sit” button, the music is played and 
the bulb is brightened. To test in a third-person view (Figure 4(f)), 
Jessie asks another subject Fred to enter the AR view and perform 
interactions, similar to what Jessie did for the frst-person view 
testing. 

5 IMPLEMENTATION 
Our system relies on Apple ARKit for real-time motion tracking. 
This is employed for the whole process of in-situ AR content author-
ing and pro-ges interaction detection. We believe our ideas can be 
easily implemented on iPad devices by redesigning our interfaces 
and Android-based mobile devices by exploiting Google ARCore. 

5.1 AR Content Authoring 
We employ real-time camera tracking and plane detection enabled 
by ARKit to implement a mobile AR interface for authoring trig-
gering events and virtual assets. When the user places the virtual 
assets and efects in the AR space, our system records the position 
data and the pairs of assets and efects for further usage. Besides, 
after the user fnishes defning the events, our system also saves the 
specifed position, orientation, distance, and gesture data. Our sys-
tem stores the specifed mappings between the events and efects 
in a dictionary for efcient event detection. 

5.2 Event Detection 
To detect events from the frst-person view, we frst rely on motion 
tracking from ARKit to obtain the current 3D pose of the mobile 
phone. We then continuously calculate the horizontal distances be-
tween the obtained 3D device position and the positions of specifed 
Location events (i.e., by projecting the device to the ground plane 
and calculating its distance to the location-dependent proxies), the 
horizontal angular diferences between the 3D device orientation 
and the orientations of specifed Orientation events, the horizontal 
distances between the 3D device position and the assets positions 
of specifed Distance events to detect corresponding events respec-
tively. 

To detect events from the third-person view, we utilize human 
pose estimation and motion tracking from ARKit to obtain the 
2D position and skeleton-based pose data. We back-project the 
2D human position from the camera view into the automatically 
detected ground plane to get the 3D position of the human. We 
calculate the horizontal distances between a test subject and the 
assets in the ground plane. The calculated distances are used to 
detect the authored Location and Distance events. We train general 
SVM (Support Vector Machine) models to detect and classify the 
gestures and facing orientations of a test subject for the Gesture 
and Orientation events. The 5-fold cross validations show that the 
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trained classifers are highly accurate (over 99%). We implemented 
the classifcations with Python on a PC server via a wireless network 
with HTTP requests. Please refer to our supplementary materials 
for more details. 

6 EVALUATION 
To evaluate the efectiveness and usability of ProGesAR, we have 
conducted a preliminary usage study [33] by means of an open-
ended study. 

6.1 Participants 
We invited 8 participants (5 males and 3 females, aged from 23 to 33), 
including 1 UX designer (P1), 5 researchers in design (P2-6), and 2 
casual users with interest in design (P7-8). They had the background 
of smart environment design (P1, P2, P4, P6), UI/UX design (P1, 
P2, P5), product/industry design (P3), environment art design (P4), 
and AR development (P7, P8). P1-P6 had project experiences on 
designing spatial interactions. All the participants had prototyping 
experiences except P7. Although some of them had programming 
skills (low: P1 and P3, medium: P6-8), they usually utilized coding-
free approaches for prototyping. They mentioned 2D sketching, 
paper prototyping, physical prototyping (e.g., build sensors and 
circuits), 2D software (e.g., Mockingbot), and 3D software (e.g., 
Unity 3D, Blender, Maya) for prototyping in their work. All of 
them were daily mobile phone users, and had AR experiences on 
mobile phones or HoloLens. We will give detailed comments and 
comparison in Section 6.4. For the evaluation, we used an iPhone XS 
with iOS 13.7 running ProGesAR, which was wirelessly connected 
to the PC server for gesture and orientation classifcation. The 
whole process was screen-recorded for further time, interaction, 
and result analysis. Each participant was required to create at least 
one result. The participants conducted the study freely without the 
requirement of time duration, result diversity, or result quality. 

6.2 Training Session 
We started the study with a training session, which taught the 
participants how to prototype a representative scenario from [3] 
(Figure 5(a)) using ProGesAR. We showed a pre-recorded video of a 
target prototyping design (created by one of our authors) to them, 
and introduced the interface, workfow, and menu functions of 
ProGesAR to them. Then we took them to a target scene and they 
utilized our app to reproduce the target design. After they fnished 
creating all the elements, we frst let them test the results from 
the frst-person view by themselves, and then asked a test subject 
to enter the camera view to test their designed results from the 
third-person view. We measured the time from the recorded videos 
by calculating the accumulated duration of each mode/view. All the 
participants successfully used our system to prototype the target 
design in 256.75s on average, including 177.25s for authoring, 40.00s 
for the frst-person view testing, and 39.50 for the third-person view 
testing. 

6.3 Formal Session 
After the training session, we asked every participant to prototype 
free-form interactions and scenarios using ProGesAR. We gave them 
one day in advance to think about possible scenarios, including their 
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Figure 5: (a) The target scene in the training session: when a 
test subject approaches the wall, a video appears; when sit-
ting down on the chair, the video plays; when pointing out, 
the video stops playing. (b) User prototyping process in the 
open-ended study. (c) Mean scores of SUS in a 5-point scale. 
Please refer to the supplementary materials for the detailed 
SUS questions. 

associated interactions and efects in real environments. Besides 
the existing assets in our system, they were also allowed to utilize 
their own prepared assets. During the study, they used ProGesAR to 
turn their ideas into AR prototypes (Figure 5(b)). At the end of the 
study, we let them fll in a questionnaire of System Usability Scale 
(SUS) in a 5-point scale (1 = strongly disagree to 5 = strongly agree), 
and asked them about the user experiences with ProGesAR. 

Results. The participants created 14 prototyping results in total. 
Figure 6 shows the representative results designed by them. The 
participants used ProGesAR to quickly validate their design ideas 
mainly for the dynamic interactive behaviors and see whether and 
how their ideas work in real-world 3D spaces. The results show 
various potential applications such as smart household appliances 
(Figure 6(b)(i)), smart home/facility reminding (Figure 6(d)(f)(j)), 
inductive public facilities (Figure 6(a)(c)(g)), cross-device sharing 
in ofce (Figure 6(e)), and event plannings (Figure 6(h)). These 
applications were designed for diverse groups of audiences (e.g., 
public/home users including physically impaired users, ofce stafs, 
etc.) to enhance their living convenience and working efciency. 
Most of the results demonstrate close connections between the 
created prototypes and real scenes. For example, Figure 6(b) and (c) 
depict two use cases showing the novel interaction ways for the ex-
isting functions of electronic appliances and public facilities. Figure 
6(b), (d), (g), and (i) target the additional functions and attachments 
on the existing devices and furniture. Figure 6(a), (e), (f), (h), and (j) 
show the designs of displaying the desired contents on the existing 
physical objects (e.g., walls, desks, glass). The application results 
show diverse intended usages of designers (Table 2), e.g., validating 
the setups of public facilities, demonstrating the intended design 
for appliance functions, exploring human factors in target scenario 
design, etc. These prototyped designs refect the rich expressive-
ness and a wide design space of ProGesAR and its great potential 
for diverse applications. 

In each result, from 1 to 4 pro-ges interactions were designed 
to trigger the associated efects of the added assets. Location was 
the most frequently involved event. Except for the Distance event, 
many other types of events were created together with the Loca-
tion event (location-dependent), since the participants preferred to 
ensure the interactions to happen at a precise location to avoid un-
intended triggering (e.g., Figure 6(a) and (c)). Distance events were 
usually defned with coupled efects (e.g., in Figure 6(f), “< 0.5m” 
triggers sign appearing and “> 0.5m” triggers sign disappearing). 

This encourages us to improve the UI by providing a coupled event 
creation mechanism for Distance events. 

The average time for creating one prototype was 157.5s, includ-
ing 106.85s for authoring, 27.14s for the frst-person view test-
ing, and 23.51s for the third-person view testing. Since most re-
sults involve one scene with easy-to-perform interactions, ProGe-
sAR helped the participants tested the results quickly. Figure 5(c) 
shows the subjective rating of the SUS questionnaire. The scores 
indicates that the participants appreciated the functions provided 
by ProGesAR, and agreed that ProGesAR could help them design, 
demonstrate, and test the early-stage or planning ideas accurately, 
efectively, and expressively. They were satisfed with their proto-
typing results in diverse aspects. For example, P1 considered her 
results as “interactive storyboards” (Figure 6(b)) to fully demon-
strate using scenario consisting of multiple user actions. P2 thought 
her desired ofce scene (Figure 6(e)) was precisely designed and 
tested with the facing orientation as triggers, since the re-design 
and re-test cycle let her explore the appropriate human factors (e.g, 
facing orientation) efciently. 

6.4 Findings 
By observing the participants’ prototyping processes and discussing 
with them, we extract several fndings as follows. 

6.4.1 Qalitative behavioral insights. All of the participants 
learned how to use ProGesAR very quickly and smoothly, and espe-
cially got used to specify interactions using our event-triggering 
workfow. Some participants (P3-7) thought up design ideas frst 
and then found proper places to realize the ideas. The others (P1, 
P2, P8) found the scenes frst and thought about potential ideas 
based on the scenes. Before starting prototyping, most of the par-
ticipants looked around the environments and verbally described 
the intended setups of virtual efects. When they set an asset/event 
trigger, they often walked around to view and adjust it from difer-
ent perspectives. They watched the results from diferent views for 
multiple times to check whether their ideas ft the current scenes 
well. These observations show that ProGesAR is a powerful tool for 
users to rapidly apply their ideas to physical scenarios. 

6.4.2 Qalitative atitudinal insights. From the participants’ com-
ments, we summarized their attitudes towards ProGesAR by cate-
gorizing them into strengths and limitations. We will frst discuss 
the positive feedback, followed by the suggestions for possible 
improvements of our system. We found that the advantages of 
ProGesAR mentioned by the participants resonate with our design 
considerations in Section 3.4, and ProGesAR reduces the solution 
viscosity in several aspects, ftting the Olsen’s heuristics [52]. 

Low cost and low skill barrier for creating interactive pro-
totypes. Most of the participants (P1, P2, P3, P4, P5, P8) pointed 
out that ProGesAR saved a lot of time, labor, and money costs 
for building interactive prototypes. Such prototypes are impor-
tant to enhance interdisciplinary communication in early-stage 
design [30]. Besides validating design ideas by themselves, the 
participants pointed out that the prototyped results could be shown 
among other people in/outside their teams to facilitate the creation 
of more efective designs. For example, they could show and invite 
development teams to test using ProGesAR in order to check the 
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Figure 6: A gallery of open-ended prototyping results produced by the eight users of our system. Please refer to the accompa-
nying video for the dynamic efects, and additional results. Table 2 gives the detailed description of each result. 

Table 2: Descriptions of the open-ended prototyping results (see Figure 6). The “L”, “O”, “D”, and “G” in the “Event Type” 
column refer to location, orientation, distance, and gesture, respectively. 

ID Event Efect Event Type Intended Usage Application Target Audience 

(a) Face to the bus stop board The bus information is displayed L+O 
Validate the setup of information 

board in the bus stop 
Inductive information 

notifcation 
Public users 

(b) 
Come to a touchless water 

dispenser The water temperature appears on it L Demonstrate pro-ges interactions for 
water dispenser functions Smart household appliances Public/home users 

Point at the dispenser Water is delivered L+G 

(c) Come to and point at a 
touchless trash bin 

An arrow shakes to show the opening action 
of the bin 

L+G 
Demonstrate intended gestures for 

trash bin functions Inductive public facilities Public users 

(d) Approach a cook 
It displays a shaking fre sign to indicate its 
untouchable status due to high temperature 

D 
Explore human factors in smart 

kitchen design 
Smart appliance reminding 

Cooks, home 
users 

(e) Rotate the head and face to the 
wall 

A slide from the laptop is projected on the 
wall L+O 

Explore human factors in smart 
ofce design 

Cross-device sharing Ofce staf 

(f) Approach the glass handrail A danger sign is displayed on the glass to 
indicate the danger of moving forward 

D 
Demonstrate pro-ges interactions for 

handrail function 
Smart facility reminding Public users 

(g) Go upstairs The lights on the stairs turn on and follow 
the subject L 

Depict users’ changed states and test 
the intended light efects Inductive public facilities Public users 

(h) Sit down on a chair A shaking birthday surprise is projected on 
the wall behind him 

L+G 
Test and save the birthday efects for 

further setups Event planning Friends 

(i) Come to a spot near the fridge 
The food stored in the fridge is displayed on 

the door L Demonstrate pro-ges interactions for 
fridge functions Smart household appliance Home users 

Leave from the fridge The information disappears D 

(j) Come to a chair and sit down 
A “do not disturb” sign is displayed next to 

the desk 
L+G 

Test and save the intended efects for 
further setups Smart ofce reminding 

Ofce staf, 
Library students 

feasibility of their design ideas. It can also be applied to interaction 
design classes as part of facilitation tools for designers-in-training. 
P1 and P3 both mentioned that with ProGesAR, they “don’t need to 
go to the market and buy physical components, materials, and sensors 
to test their ideas in an interactive manner”. Besides, our system also 
fts the Expressive Match of Olsen’s heuristics [52] well due to its 
low skill barrier. P2 and P3 believed this coding-free tool reduced 
much learning cost with low barrier of entry. Specifcally, P3 said 
“I don’t need a computer to create interactive models for real scenes, 
and code for input and output”. 

Multiple-view authoring and testing. ProGesAR also reduces 
design viscosity [52] by providing a fexible solution for Expres-
sive Leverage and Flexibility. All the participants appreciated the 
integration of multi-view perspectives in a single interface, which 

reduces the choices and repetitions needed in a mix of tools. P6 said 
“two-view authoring and testing compensates with each other”. The 
third-person view authoring allowed them to set efects and events 
“from a wide view” (P2), and “considering surrounding environments” 
(P1), and “standing in the whole scene to do the prototyping” (P3). It 
helped them understand the relationship between potential users 
and the environments better. P3 elaborated further: “when I design 
the products in smart scenes, not only do I design individual products, 
but also I design the whole environment including the relative location 
and orientation of human. I think this tool helps me consider this point 
well.” 

The participants also considered the frst- and third-person view 
testing very useful to help them “fnd more problems in their design 
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for further improvement” (P6). P4 and P1 both pointed out the prob-
lems of the only support of the third-person view in traditional 
storyboard-driven methods. P4 said “designers usually are used to 
prototype from the third-person view, which is also supported by this 
system. But he/she may ignore the frst-person view feelings, which 
can usually be obtained only at the very last stage of the design – 
when it comes to high-fdelity design products”. P1 agreed that it 
enabled her to get real experiences by testing the prototyped re-
sults from the frst-person view frst, and to fnd more problems 
by viewing the results from an observer’s perspective due to its 
wide view. P6 liked the third-person view testing for demonstration 
since he would like to record the videos of the real user testing 
in ProGesAR from diferent views and show them to his peers for 
comments. 

Immersive experience for real-world scenes. Our system 
is also proved by the participants, to ft the Expressive Match of 
Olsen’s heuristics [52] well, since the intuitive in-situ authoring 
and testing provide a closer match to the real situations. Most of the 
participants (P2, P3, P5, P6, P8) mentioned that ProGesAR provided 
them with an efcient way to prototype real user interactions in real 
scenes, whose embodiment and physicality are difcult to obtain in 
the testing stage using existing approaches [2, 30]. P2 particularly 
loved the tool due to its support of faithful physical features (e.g., 
interaction scale and area). She said “size, scale, position [of user 
interaction] in the space are reasonable [using ProGesAR]. Prototyping 
by using traditional software leads to a larger diference to the actual 
scenes in scale and position”. P8 believed that ProGesAR was good at 
conveying the precise interactions between users and objects. 

Ease-of-use, controllability, expressiveness, and iterative 
designing. ProGesAR also encouraged the participants to prototype 
easily and expressively with good controllability. P2 appreciated the 
quick and dynamic storytelling of ProGesAR, which is a challenge in 
designing and building AR applications [2]. She further explained 
that “unlike 2D storyboards, which usually have several static pictures, 
I can prototype in a dynamic process [using ProGesAR]: I can walk 
there, sit down, and trigger efects. I can see a set of actions. I can 
design inputs and outputs easily, and see them happening clearly. 
I can control the time by myself instead of making an animation 
by inserting a lot of keyframes and designing the static timing for 
triggering”. P7 and P8 commented the convenient mapping from 
the event and efect list and a clear workfow for prototyping their 
customized ideas in daily lives. P3 thought that ProGesAR supports 
to revise the ideas easily and test them efciently, and thus could 
provide high fexibility and adaptability for collaboratively refning 
design ideas [30]. 

Limited screen size and FoV ((Field of View). Four partici-
pants (P1, P2, P3, P7) mentioned that the main limitation of Pro-
GesAR was the limited screen size and FoV. It becomes an obvious 
problem in the frst-view testing for multiple continuous scenar-
ios from some participants, since the triggering event proxies are 
on the ground planes while the assets are usually in the air. The 
participants often needed to see the event proxies frst to remind 
them what interactions they would perform to trigger the efects. 
When they changed the camera view from the event proxies to the 
target assets, the efects sometimes had already been playing. To 
see the entire efects, they need to re-trigger the events. This might 
be addressed by adding a replay feature for the efects in the future 

version of our tool. P2 and P8 said that limited screen sizes and FoV 
are common problems with mobile devices, and these issues can be 
relieved by using AR-HMD devices. But there is a trade-of between 
the portability and accessibility, and immersive interaction space 
and large FoV. As discussed in the interviews (Section 3), we would 
like to support rapid and portable prototyping in users’ daily lives, 
and thus AR-HMD is out of our consideration. Compared with 
video-based prototyping tools [39], which allow users to examine 
results from a specifc view in the timeline of videos, and indirect 
fully-virtual representations in virtual coordinate systems [1], our 
interface provides users with more freedom to manipulate the view-
ing angles, but takes more eforts to position a specifc focus view. 
To address the identifed issues, one possible solution is to play 
triggered efects only when they appear in the camera view. We 
also believe that such a limitation in the frst-person view can be 
compensated by the third-person view testing to some extent. 

Fixed gesture set. Participants P3 and P6 mentioned the lim-
ited gestures supported by ProGesAR. P3 suggested adding more 
elaborate gestures (e.g., press on the chair) for diverse prototyp-
ing. On the one hand, he thought that our current design already 
supported a general framework for prototying and testing with 
the three common body gestures. With these gestures he already 
could rototype various pro-ges interactions needed in smart envi-
ronments. On the other hand, for further interactions, it is better 
to allow the use of elaborate hand gestures. P6 also mentioned this 
point and suggested to allow users to defne gestures needed by 
themselves [64], and import user-defned gestures to the system. 
We will consider supporting more types of gestures (e.g., swiping) 
in the future. 

Touch-based interaction for gesture triggering in the frst-
person view. In our current design, users need to press buttons 
on the screen to trigger three gesture events in the frst-person 
view, as also pointed by P6. He said “although it’s quick to press the 
buttons to trigger, it’s diferent from I really perform those gestures to 
trigger the events”. To address this issue, we need to perform gesture 
recognition, without seeing the whole body of the user. This might 
be possible by training a classifer based on the IMU data of the 
mobile device and the image-based data from the camera view. 

7 DISCUSSIONS AND FUTURE WORK 
Dependence on real environments. Ideally, a prototyping tool 
should be able to combine diferent modalities (e.g., simulating 
virtual/miniature scenes, in-situ authoring, remote authoring) to 
provide users with a one-stop solution. Since our target using sce-
nario is for real-user interaction with real-world environments, 
ProGesAR is applicable for prototyping through the interactions 
with physical objects or devices. With our current implementa-
tion, it is difcult for users to design a totally virtual scenario with 
freeform setups in an initial planning phase or re-use the prototyped 
results in diferent places. So ProGesAR is not a holistic prototyping 
solution. Compared with the prototyping tools for virtual [26] and 
miniature scenes [27], ProGesAR requires users to fnd a proper 
physical scene for prototyping. It might restrict the design space of 
designers for more freeform scenarios. However, virtual or minia-
ture based prototyping and real-scene based prototyping [19, 39, 51] 
have their own pros and cons. The frst type of tools provides design-
ers with more freedom to think about design ideas, and designers 
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usually do not need a proper real space. But these tools lack the 
capabilities of bringing test subjects into immersive real-world 
environments to understand the needs behind the physical world. 
Besides, users can only view the prototyping process and results 
from limited views using these tools. In contrast, real-environment 
based prototyping tools rely on physical objects and devices, but 
they can provide users with real-user interaction and testing. Users 
can obtain the direct and intuitive feedback from the real scenes, 
and then refne their conceptual design ideas quickly. To provide 
users with more freedom, we also involve the virtual objects and 
devices (e.g., fan) in our pre-built asset set, which can be employed 
by users for further design on them. To some extent, it balances the 
gap between the two types of prototyping approaches. We might 
further reduce the dependence on current scenes by incorporating 
the idea of remote prototyping [66]. To make the prototypes be mi-
grated to diferent physical contexts, we can also pair the specifed 
events to the anchor points, planes, or objects in the current scene. 
Then when designers move to another physical scene, the paired 
events can be re-anchored to newly detected anchors. This would 
enable testing in diferent environments by reusing the prototyped 
results. The above ideas would help move ProGesAR in the direction 
of a holistic prototyping system in the future. 

Event authoring and testing styles. Our system provides a 
declarative event authoring technique by interactively setting up 
event triggers. It is applicable for quickly specifying discrete events 
(e.g., coming to a certain location) but less convenient for con-
tinuous forms of interactions (e.g., the movement dimension of 
proxemic interactions). For example, when a user wants to proto-
type an interaction of moving forward continuously, he/she must 
set up several location triggers to approximate the continuous inter-
action behavior (Figure 6(g)). Such continuous events can be better 
specifed by deploying embodied or enact demonstration [38, 64] 
since users can perform such continuous interactions directly. But if 
the embodied and enactment techniques are utilized in our system, 
it will require an extra subject to perform full-body interaction, 
thus increasing the design cost during the authoring phase. In the 
future, we will explore keyframe-based authoring techniques (i.e., 
specifying the start and end states interactively and inferring the 
medium states automatically) to improve the authoring of contin-
uous interactions. In addition, our system enables a live-testing 
mode. Compared with video/animation playback testing [26, 39], 
live testing allows users to interactively control the testing pace, 
thus helping simulate the real usage scenarios better. 

UI design and scalability. The usability of our tool can be fur-
ther enhanced by introducing additional visualization techniques, 
e.g., for adding a virtual line to visualize the distance between a 
test subject and a target asset, adding a virtual agent with the se-
lected gestures, re-organizing the UI layouts, etc. Besides, in our 
current implementation, 2D assets are attached to 2D plane ge-
ometries, which have the fxed orientations during the prototyping 
process. We are interested in implementing 2D assets as billboards 
so that they will always face the viewer. Besides, our system can 
scale to more complex scenarios while maintaining the current UI 
framework and workfow (e.g., integrating object-related events 
based on object detection). Various efects in commercial tools and 
customized efects (e.g., motion captures of SpatialProto [12], an-
imations of Pronto [39]) can be integrated. More types of assets 
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(e.g., elaborate 2D assets and 3D models) can also be added to in-
crease the prototype resolution. In addition, the created prototypes 
through ProGesAR can be exported for developing fnal applica-
tions further. The created event proxies can be re-used as indicators 
for developing and installing sensors for detecting humans’ move-
ments. The interactive prototypes can also be employed to test and 
determine the detection thresholds. In the future, the addition of 
a secondary device [38, 51] to the authoring procedure can help 
enhance the collaborative prototyping experiences and the com-
patibility with designers’ familiar prototyping schemes. Involving 
multiple networked devices can be employed to handle scenarios 
involving collaborative interactions. In the fnal product envision, 
the smartphone can also work as sensors of IoT devices along with 
real users to help detect the pro-ges interactions. 

Trends and design space of design applications. In most 
of the study results, three dimensions – attention, accuracy, and 
naturalness of the proximity and gestures were considered by the 
participants for the IoT space design. For example, the body orien-
tation, pointing gesture, and distance to objects refect the attention 
focus of users, the frequently co-created location event enables 
the interactions to happen without mis-triggering, and the sitting 
gesture provides a comfortable interaction state. In such cases, the 
participants preferred to design compound events, to better im-
prove the interactive experiences with real-world environments of 
target audience. Compared to actual ubicomp applications, there 
remain a lot of complex factors to be considered. Nevertheless, Pro-
GesAR opens up a new path that allows designers to facilitate the 
implementation of natural pro-ges interactions in IoT spaces. 

Support of more interaction types and asset efects. Our 
current implementation has focused on the case of a single test 
subject. The state-of-the-art human pose estimation algorithms (e.g., 
OpenPose [6]) allow robust tracking of multiple users in a scene. It 
is thus possible to enhance ProGesAR to support the prototyping 
of multi-user interactions. To this end, it is necessary to add the 
Identity measurement [3]. The recent development of real-time 
object detection techniques (e.g., YOLO [55]) makes it feasible to 
model a richer set of proxemic interactions between users and 
digital devices, devices and devices, and non-digital physical objects 
and users/devices [3]. We can also include the context of creating 
embedded AR visualizations by tracking physical objects in the 
scene of [62]. Besides, our system currently supports only seven 
types of efects. Although they are enough to create expressive 
prototyped results, we are interested in including more types of 
efects (e.g., rotating and moving efects in PintAR [13], enacting 
the movement of objects with the mobile device in Pronto [39]) in 
the future. 

Dependence on ARKit’s environment understanding abil-
ity. Our current implementation is highly dependent on the environ-
ment understanding ability of ARKit, which, however, sometimes 
does not work well. We found that when there are sufcient visual 
features in AR view, assets can be located to the detected feature 
points easily even without creating any planes. Meanwhile, since 
the dense feature points in a small area may ofer too many locating 
candidates, it requires users to change the view to locate an asset 
to a desired position precisely. It would be interesting to explore 
and utilize other techniques (e.g., create freeform plane proxies 
using device orientation [31]) to help locate assets with less efort 
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when the environment understanding of ARKit does not work well. 
Besides, our system cannot work well for scenes on multiple foors 
due to the motion tracking limitation or large distances between 
test subjects and target efects due to the limited feld of view. 
8 CONCLUSION 
In this paper, we have presented ProGesAR, a mobile AR tool for 
prototyping pro-ges interactions of a subject in a real-world IoT 
enhanced environment. We have conducted depth interviews with 
fve experts to identify the challenges for prototyping such interac-
tions and found fve issues regarding the physicality, viewpoints, 
re-test and re-design, balance between cost and interactivity, 
and prototyping device. Based on the identifed issues, we dis-
tilled four considerations for designing ProGesAR and informing 
further studies on ubiquitous design of IoT spaces. With ProGesAR, 
a user can follow a declarative event-triggering technique to specify 
spatial triggering events and efects to be triggered quickly from a 
designer’s view. In the testing mode, the user can view and test by 
himself/herself from a potential test subject’s view, or invite and 
view another subject to perform the interactions from a designer’s 
perspective. The usability and expressiveness of ProGesAR has been 
demonstrated by a preliminary usage study with diverse poten-
tial applications. We believe that our work has just taken the frst 
step towards efective tools for prototyping pro-ges interactions in 
mobile AR. Our system can be improved in various aspects and 
extended to more general and holistic solutions for IoT enhanced 
space design. 
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